Scaling-up SGD with mini-batches
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- Synchronous Distributed Optimization

- Distributing SGD effort with minibatches

- Performance of Distributed SGD




Stochastic Gracient Descent

mm — g ((W;z;)
loss for data point |

- |dea (‘505,‘605 [Robbins, Monro], [Widrow, Hoﬁ‘]):
Sample a data point + locally optimize.,

SGD: An Uber-algorithm

Wii1 = Wi — 7 - VA(Wg; Z;, )



Stochastic Gradient Descent

SGD can take years on large data sets

Goal.
Speed up Machine Learning
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Minibatch SGD



Algorithm of choice: minibatch SGD

All nodes compute gradients

B = batch size,
gradients / iteration
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Sergeev, et al. Horovod: fast and easy distributed deep learning in TensorfFlow, https://arxiv.org/abs/ 1 802.05/99
https://github.com/baidu-research/baidu-allreduce
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Algorithm of choice: minibatch SGD
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Algorithm of choice: minibatch SGD




Algorithm of choice: minibatch SGD




Algorithm of choice: minibatch SGD




Algorithm of choice: minibatch SGD

All nodes have the same model after each reduce round

Repeat until happy with model at hand




Potential 1ssue?

- Compute multiple gradients in parallel

- Issue:
all 4 gradients computed on the same model

Q: Does it perform the same as SGD?

W41 — Wk —7V€ 1(wk;£l? 1)
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Fvaluating the performance of

mini-batch SGD




How to Analyze mini-batch?

* Measure of performance

bound on #iter of SGD to €
bound on #iter of Parallel SGD to €

worst case speedup =

Main Question:

How does minibatch SGD compare against serial SGD?




How to evaluate run-time

wo factors control run-time

Time to accuracy € =

[time per data pass] X [#passes to accuracy €]




Speedup over one worker per epoch
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TL;DR: Becomes better with larger B

Why!?

Cifarl0 Epoch Time Speedup

e—e (2.2 worker_batchsize=64

e—e (2.2 worker_batchsize=512

e—e (2.2 worker_batchsize=4096
Optimal speedup

5 10 15 20 25 30
Number of workers

35

Time per pass:

time for dataset_size/batch_size
distributed rterations

Bigger Batch *
— Better GPU utilization

Bigger Batch
= Less Communication
(smaller time per epoch)




Number of passes to € accuracy

- TL;DR: Becomes worse with larger B

Cifarl0 - number of epochs to 95% train accuracy
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ImageNet top-1 validation error
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Widely observed issue

Accurate, Large Minibatch SGD:
Training ImageNet in 1 Hour

Priya Goyal Piotr Dollér Ross Girshick Pieter Noordhuis
Lukasz Wesolowski  Aapo Kyrola Andrew Tulloch Yangqging Jia Kaiming He

Facebook

Figure 1. ImageNet top-1 validation error vs. minibatch size.

W I—l Y? Error range of plus/minus two standard deviations is shown. We

: present a simple and general technique for scaling distributed syn-

chronous SGD to minibatches of up to 8k images while maintain-

ing the top-1 error of small minibatch training. For all minibatch

sizes we set the learning rate as a linear function of the minibatch

size and apply a simple warmup phase for the first few epochs of

training. All other hyper-parameters are kept fixed. Using this

> oo . simple approach, accuracy of our models is invariant to minibatch

size (up to an 8k minibatch size). Our techniques enable a lin-

ear reduction in training time with ~90% efficiency as we scale

to large minibatch sizes, allowing us to train an accurate 8k mini-
batch ResNet-50 model in 1 hour on 256 GPUs.

| | |

64 128 256 512 1k 2k 4k 8k 16k 32k 64k
mini-batch size




High-level idea:"Similarity Hurts”

master node
(parameter server)
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High-level idea:"Similarity Hurts”

master node

Having workers near identical gradients Is useless!
=> no speedup

Really large batches
=> "similar’” gradient updates

worker |  worker 2 worker P

Viwiid) Viwiid)  Vewi)



| -sample SG
VS

B-sample SG




Convergence of mini-batch SGD

Main question:
How does mini-batch SGD compare to |-sample SGD?

ldea: Compare T iterations of |-sample SGD with T/B
iterations of minibatch SGD

Hope: under some assumptions updating the global
model every B gradients Is not a big Issue.



A single iteration of |-sample SGD

Progress In a single rteration:

Ellw; — w*|* = E|lwo — vV fs, (wo) — w*||?
= E|lwo — w*||? — 2¢E(V f5, (wo), wo — w*) + v*E||V fs, (wo)||?



A single iteration of |-sample SGD

Progress In a single rteration:

Ellwy — w*[|* = Ellwo — 7V fa, (wo) — w*|
= Ellwy — w*||?

— 29E(V f(wo), wo — w*) + Y?E[|V fs, (wo)||”

When mini-batch “works”, you'd expect B times more progress!



Single iteration of B-sample SGD

Progress In a single mini-batch rteration:

B
[wp —w*|| = [lwo — w* =~ Vs, (wo)]

i=1
= [lwo — w7

B

B
_ 2’)/ <Z stz (’UJQ), Wwo — w*> —+ ’Yz Z stz (wo)
1=1

1=1

How does it compare with |-sample SGD?



Single rteration of

“Progress” Is equal to:

B
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B
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3-sample SGD

B
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1=1

The “variance” term Is equal to:
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Single iteration of B-sample SGD

“Progress” Is equal to:

B B 2
o Q/YE <va8i(w0)7w0 w*> +72E vaSz(wO)
1=1

1=1

B
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The “variance” term Is equal to:
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Single rteration of

"Progress” Is equal to:

B
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3-sample SG
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Mini-batch Progress

Progress In a single mini-batch SGD rteration:

B (z 2y (V f (o), wo — w*) — y*E||V £, (o)

(B -1 @uvf(wo)H?)

Let's compare with SGD!



Single iteration of B-sample SGD

| -sample SGD Progress:

— 2K <\/f(UJO), wWo — w*> -+ ’}/2 4,
B-sample SGD Progress:

—B - (2 4:’)/ <Vf(w0), Wo — w*) — ’yz 4,

—(B-1)7’E

Extra term directly controlled by batchsize



Single iteration of B-sample SGD

B-sample SGD Progress:
-B- (2 2y (V f(wo), wo — w*) —7°E

V fer (wo) 17

—(B-1)y"E

v wo)]?)

Simple idea: Make B so that the extra term is smaller
than B[V fs, (wo) |

[V s (wo)|”
V f(wo)||?

4j’

Set B =

V




Single iteration of B-sample SGD

||V fs, (wo)|[®
5[V f (wo)||?

f B=9¢

We get
-5 (28 (V) wo — ) = (1+ OBV Lo, (wn)|

|- sample SGD gets:

i \ i 2
—29E(V f(wp), wo — w*) + V’E ||V fs, (wo)]|

B times more progress! (approximately)



Gradient Diversity

Sum of grad norms:

Z |V fi(w)]|?

Gradient Diversity:
SV ()]
A _ 7
W) = S V)
) SV ()

>imt IVfi(w)|? + 22,V fi(w), V f3(w))



Main Result

Main Theorem (assumption-less!)

Let wg.p be a fixed model, and let w(41).p denote the model after a mini-
batch iteration with batch-size B = dn - A(w) + 1. Then, we have

E{ |wisn).5 — w*]|* | wip} < Elwp.p —w*|?
— B (2v<Vf(wk.B), wi.g —w*) — (1 + 5)72M2(wk.3))

Remarks:
* Thisis alocal lemma
* True for both global, local min, and critical points
* It's universall (no assumptions, always true)



Gradient Diversity

Gradient Diversity:
> i1 IV fi(w)|?
A _ 7
) = I, VR @)IP
2?21 va’L(w)HQ

21 IVFi(w)|? + 225V fi(w), V £ (w))
Measures similarity between gradients

* Big Diversity: Larger batches => better speedups
* Small Diversity: Smaller Batches => worse speedup

Examples:
|. All gradients are orthogonal, Diversity = |
2. All gradients identical, Diversity = [/n



Corollary:

Main Result

If B=dn-A(w)+1

Function cl serial SGD mini-batch SGD
HHEMOLL C1ass step-size ~y(€) step-size y(€)/(1 + §)
A-strongly M?21og(2Dg /€) M?log(2Do/¢)
convex TN (1+9) AZe
convex M;DO (1+9) M:QDO
B-smooth 2M2ﬁ(F€(2W0)_F*) (14 6) 2M26(F€(;V0)_F*)
f-smooth M23log(2F(wo) - F1)/e) | (1 | 5)M2Blog(2(F(wo)—F")/c)
u-PL Ap?e dpse

Set batch-size ~

= grad diversity and you're good!




Can do better with odd LR schedules

Accurate, Large Minibatch SGD:
Training ImageNet in 1 Hour
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ImageNet Training in Minutes
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Gradual warmup. We present an alternative warmup that
gradually ramps up the learning rate from a small to a large
value. This ramp avoids a sudden increase of the learning
rate, allowing healthy convergence at the start of training.
In practice, with a large minibatch of size kn, we start from
a learning rate of ) and increment it by a constant amount at
each iteration such that it reaches 7) = kn after 5 epochs (re-
sults are robust to the exact duration of warmup). After the
warmup, we go back to the original learning rate schedule.

3.4 Scaling up Batch Size

To improve the accuracy for large batch training, a new rule of
learning rate (LR) schedule was developed. As discussed in §2.1, we
use w = w — nVw to update the weights. Each layer has its own
weight w and gradient Vw. Standard SGD algorithm uses the same
LR (n) for all the layers. However, from our experiments, we observe
that different layers may need different LRs. The reason is that the
ratio between ||w||2 and ||Vw||2 varies significantly for different
layers. From example, we observe that ||w||2/||Vwl||2 is only 20 for
convl.1 layer (Table 6). However, ||w||2/||Vw||2 is 3,690 for fcé6.1
layer. To speedup the convergence for fc6.1 layer, the users need
to use a large LR. However, this large LR may lead to divergence
on the conv1.1 layer. We believe this is an important reason of the
optimization difficultv in large batch trainine.
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Gradient Diversity in Practice




Gradient Diversity in Experiments

- CIFAR-10 (cuda conv-net)
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Data pass

Smaller diversity => slower convergence



Gradient Diversity In Experiments

- CIFAR-10 (cuda conv-net)
10°
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Q: Mechanisms to increase diversity?

= 100

0 5 10 15 20
Data pass

Smaller diversity => slower convergence




Many more Questions....

* Generalization?
* What happens with delayed nodes!
* Comm.Is expensive, how often do we average!




Generalization!

Mini vs large batch phenomena not well understood

Batch | Top-1 Acc | Top-5 Acc
256 58.42% 81.51%
512 59.19% 81.84%
1024 59.00% 81.94%
2048 58.88% 81.73%
4096 57.97% 81.00%
8192 55.90% 79.40%

Alexnet on Imagenet




Generalization!

Theorem (informal):
There exist neural nets where SGD can be stable but GD is not

Mini vs large batch phenomena not well understood




* Asynchronous Optimization

* Stragglers

» Hogwild
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